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Executive summary
This report explores the nature and characteristics of digital technologies that states
associate with strategic value. Combining conceptual and applied perspectives, the
report develops guidance for navigating the opportunities and challenges presented by
digital technological transformations and for fostering effective multilateral cooperation in
this domain. 

This report makes three key contributions:

A framework for understanding strategic digital technologies: Building on existing
conceptions of strategic     assets, the report develops a framework specifically
designed to capture the strategic properties of digital technologies. While
acknowledging the context-dependent and evolving nature of strategic value, the
framework highlights distinct dynamics around i) interoperability and standardization,
ii) network effects, and iii) capability and control, which together contribute to the
strategic value of digital technologies.

An assessment of the strategic value for key digital technologies: The report uses the
framework above to assess the strategic value of six digital technological fields and
the organizational and social configurations required for and directly shaped by their
deployment. These technologies are Artificial Intelligence (AI), Cybersecurity, Quantum
Technologies, 5G, Internet of Things (IoT), and Cloud Computing. The resulting analysis
of areas of shared and diverging strategic value facilitates further study of the ways
and means by which states engage in the multilateral governance of these
technologies.

A comparative analysis of multilateral and national approaches to strategic digital
technologies: To unpack the economic and societal factors that shape how states view
the strategic qualities of technology, the report conducts a comprehensive review of
how states engage on technology, both at the level of national strategies and as part
of multilateral consultations, specifically in the framework of the UN Global Digital
Compact (GDC).

These contributions facilitate further study of how the strategic value of digital
technologies shapes multilateral engagement through its origin in and influence on the
interests and beliefs of states and other actors. The comprehensive understanding of what
makes certain digital technologies ‘strategic’ provides the first building blocks for a theory
about the conditions that support substantial multilateral engagement.
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Introduction
This report provides an overview of the nature of strategic digital technologies and their
critical role in shaping global affairs. The findings and insights presented here are paving
the way for subsequent in-depth studies that will further explain the interaction between
digital technologies and global affairs.[1]

The report is structured into three sections. Section 1 explores what makes certain digital
technologies 'strategic'. Our starting point for analysis is the framework by Ding and Dafoe,
which assesses strategic value based on i) importance, ii) externality, and iii)
nationalization. We then expand this framework to focus on the particular characteristics
of digital technologies, identifying further factors in strategic value of iv) interoperability
and standards, v) network effects, and vi) capability and control. These additional
dimensions demonstrate how the strategic nature of digital technologies is significantly
different to other kinds of technology or assets more broadly; and, moreover, that the
strategic value of digital technologies is relative to state characteristics and priorities.
Consequently, there is no such thing as strategic digital technologies per se - rather,
specific digital technologies offer different strategic value to different states, at times
contrasting, complementing and contradicting. The framework, which facilitates the
coherent analysis of these differences in state approaches, aims to identify the main
characteristics and trends in strategic digital technologies.

Section 2 builds on this insight by providing an analysis of the types and properties of
some of the key strategic digital technologies: artificial intelligence (AI), cybersecurity,
quantum technologies, 5G, the internet of things (IoT), and cloud computing. This
illustrative list of technologies has been chosen to align with the focus of future case
studies. The list is, however, far from exhaustive. Some technologies, such as
semiconductors, are foundational to the development of digital technologies overall: they
represent both an integral part of each field above, and a distinct focus of technological
innovation, policy, and strategy; we have chosen to emphasize the former aspect. Other
technologies, such as blockchain, offer perhaps more radical challenges to the
assumptions of state control and strategic value detailed here; however, those theoretical
challenges have so far not been fully realised in practice, and such technologies would
therefore be a worthy addition to the list examined here.

We assess the strategic value of each technological field - encompassing both the
technologies involved and the organizational and social configurations required for and
directly shaped by their deployment - via the six factors above. Despite the relativity of
strategic value, this section nonetheless identifies different themes in the strategic value of
each technological field: AI's widespread applications and spillover effects, quantum
computing's transformative potential in cryptography, cybersecurity's crucial role in
national security, 5G's significance in communication and economic impact, IoT’s
expansive connectivity, and the vast data processing power enabled by cloud computing.
These findings contribute to a greater understanding of the strategic properties and
implications of digital technologies overall.

4



Section 3 offers an overview of the global political debate over strategic digital
technologies. It applies the framework of Section 1 to two sets of state documents: first,
state submissions to consultations for the UN Global Digital Compact (GDC); and, second,
national technology strategies. 

Despite its limitations within the UN system, and broader questions over the relevance of
UN processes for digital technology governance, the GDC nonetheless has high ambitions:
to provide a platform for comprehensive dialogue about technological potential and
possible related harm at a global level. Whatever their ultimate policy impact, GDC
consultations raise a broad spectrum of economic and societal implications presented by
digital technologies, and therefore offer a useful window into states’ perspectives on the
strategic value of digital technologies. This overview demonstrates how the framework for
understanding strategic value presented here can facilitate the identification of viable
initiatives and potential fault lines for multilateral engagement.

1. What makes digital technologies ‘strategic’?
This first part of this report examines the factors that render digital technologies strategic.
Echoing Baldwin's observation from years ago, the misunderstanding of 'strategic goods'
continues to hinder meaningful discourse in governance.[2] Addressing this issue, Ding
and Dafoe propose a framework to better understand strategic assets.[3] Although there
are of course many potential frameworks for thinking about the relationship of technology
to strategy, this framework stands out because it combines versatility with flexibility.[4] Its
broad scope provides for continuity in analysing how digital technology compares to other
strategic assets. 

At the same time, it is open to expansion, allowing for the integration of additional factors
to account for properties specific to digital technologies. Its recent publication means that
it already considers many of the strategic questions raised by digital technologies -for
example, Ding and Dafoe explore applying the framework to AI and point out its relevance
for telecommunications technology and chips[5] - and the framework explicitly invites
future research to further develop its applicability.[6] The second half of this section
introduces three such complementing factors. In the original format, Ding and Dafoe
contend that three principal factors determine an asset's strategic value:

Strategic 
value

of assets
=

5

 Importance  ×  Externality  ×  Nationalization



Ding and Dafoe's framework serves as a useful starting point for understanding the
strategic value of assets, including digital technologies. A key advantage is its clarity and
structure, providing a tangible set of criteria to evaluate an asset's strategic value. It also
goes further, linking these three factors in turn to three distinct logics: cumulative
(strategic value increases with greater possession of relevant assets); infrastructure
(strategic value increases with the wider role of relevant assets in underpinning other
fields); and dependency (strategic value increases the scarcer and more reliant others
are on those assets). While we refer to these logics below where relevant, we focus
primarily on the three factors above, as these are more appropriate for the purposes of
this report in understanding the sources of strategic value for digital technologies. Later
work, considering the dynamics of individual technologies through case studies, may rely
more on the logics than the underlying factors themselves.

This framework also has several disadvantages for our purposes. First, one could
differentiate more clearly between short-term and long-term strategic value. Some assets
may have immediate strategic importance due to current geopolitical or economic
conditions, while others gain strategic value over a longer period. Second, the framework
may oversimplify the nuanced interplay between economic, military, and security factors,
treating them as alternative sources of value rather than as interacting and overlapping -
and sometimes competing - areas contributing to an overall assessment of an asset’s
value. 

Most importantly, Ding and Defoe explicitly develop their framework to address strategic
assets in general, rather than technological assets specifically. Of course, technologies do
not exist in a vacuum, hence we use the term “technologies” as shorthand for
technological fields, encompassing both the technologies involved and the organizational
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Importance: This refers to the economic, military, or security value of
an asset. Certain sectors, like freight transport, have a more significant
impact on economic growth compared to others, like fashion or
gaming.

Externality: This involves the economic, military or security impacts
that extend beyond the immediate use of the asset. Often, private firms
and military organizations fail to fully address these externalities. For
instance, private entities might underinvest in foundational technology
research due to not benefiting from all its indirect advantages.

Nationalization: This measures how much the externalities of an asset
become competitive points between countries. For example,
breakthroughs in fundamental medical research might benefit multiple
countries, thereby reducing the strategic advantage for any one
nation.

Strategic value of assets



and social configurations required for and directly shaped by their deployment. Even so,
applying this framework to technologies - especially digital technologies[7] - requires
closer attention to their affordances: in other words, what kinds of activities they make
possible or more likely, and where they introduce friction or resistance for other actors.

Consequently, when applying Ding and Dafoe's framework specifically to strategic digital
technologies as a subset of strategic assets, we argue that several additional
considerations contribute to a more granular understanding of strategic value for this
particular subcategory of assets.[8] We draw these three considerations from the wider
literature on digital technologies, especially software, computing, and internet
governance, which highlights these considerations as key markers of difference between
digital technologies and other technological fields.

The first is interoperability and standards. The strategic value of digital technologies is
influenced by their compatibility and standardization across different platforms and
countries. Digital technologies that set or adhere to international standards may have
increased strategic value due to their widespread applicability and potential for creating
dependencies.[9] This includes Wi-Fi standards like IEEE 802.11 that are globally recognized
and facilitate compatibility across devices and networks worldwide,[10] or the
standardization of HTML and other web technologies that are crucial for the functionality of
the internet.[11] 

Around 55% of ICT standards are based on patents,[12] positioning holding companies to
establish a central market position and earning them continuous licensing fees. The
revenue and head-start to secure market share promised by patents, opens
standardization to rent-seeking strategies and attempts to leverage standardization for
corporate dominance. On the other hand, many digital technologies are based on open-
source standards and code, remaining interoperable – and, arguably, insecure - precisely
because the open-source model prevents direct corporate capture and encourages
voluntary contributions.[13] While standardization is of course far broader than the digital
realm, the fast pace of digital technological development generates frequent changes in
standardization (both in terms of “churn”, replacing old standards with new ones, and
“stacking”, causing new standards to rely on old ones). There is therefore strategic value in
influencing or controlling standardization processes, organizations, and communities
themselves, separate to the strategic value of the technologies they focus on at any
specific time.

The second is network effects. Digital technologies often operate within ecosystems where
the value of a single technology is vastly enhanced by the number of users and the
connections between them.[14] This network effect can amplify a technology’s strategic
importance, as it becomes integral to a larger system of interconnected technologies.[15]
The most popular examples are social media platforms. Platforms like Meta or Twitter
become more valuable as more users join, creating a network where information can
disseminate. Another example are E-commerce marketplaces like Amazon and Alibaba,
as more sellers attract more buyers. 

7



While Ding and Defoe would likely include network effects in their “cumulative logic” of
strategic value, defining it as “a broad concept that covers long investment timelines, first-
mover advantages, winner-take-all dynamics, learning by doing, etc.”, we argue that - for
digital technologies at least - network effects are so substantial that they deserve
separate analysis as a factor for strategic value.

The third aspect in assessing the strategic value of digital technology is capability and
control.[16] This factor goes beyond mere possession or usage; it encompasses who has
the expertise to develop and maintain it, and who governs its distribution and access.[17]
In this sense, capability and control captures both the ability to shape a technology
throughout its life cycle as well as leverage over the access of other actors at each of
node of the life cycle. An example are cloud services like Amazon Web Services and
Microsoft Azure, as the strategic value of these platforms depends on who controls them:
both who has the capability to exploit them (both commercially and adversarially), and
who makes decisions around access and removal. Satellite networks, such as those
owned by SpaceX (Starlink), also present new challenges of capability and control. In
many analyses of strategic value, capability and control are primarily contested by and
between states and intergovernmental entities. In contrast, relevant actors for digital
technologies include not only states, but also private sector and other non-state actors,
especially multinational technology companies such as those above.[18] Such actors can
not only try to refuse to comply with state direction (whether their “home” or
headquartered state or others), but develop new conceptualizations and practical
implementations of their technologies that are unavailable to states. Apple’s
implementation of device-level encryption, for example, put access to iPhones beyond the
control of Apple as manufacturer, introducing technical hurdles to executing decryption
orders from law enforcement.[19]
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A few further examples help to illustrate how these three aspects – interoperability and
standards, network effects, and capability and control – contribute to the strategic value
of digital technologies. In terms of standardization, regulations imposed by governments
or international bodies can significantly impact the strategic value of a technology by
either enhancing or limiting its deployment and development.[20] 

Regulations like the European Union’s General Data Protection Regulation (GDPR) have
significantly impacted how companies have to handle personal data, affecting the
strategic value of data-centric businesses. In terms of network effects, the uneven
distribution of different social media platforms worldwide - and their implications for
censorship, disinformation and information operations, and online safety - is largely due to
network-based patterns of adoption and recommendation. Facebook’s connections to
political violence in Myanmar, or TikTok’s reputational damage in the US and Europe, affect
not just the companies themselves, but the course of domestic and regional politics. In
terms of capability and control, ownership and usage patterns of technology can shift
based on political relations, trade agreements, or security alliances.[21] For example, a
country may prefer certain providers over others for its 5G network based on security
alliances or geopolitical tensions.[22] 

Furthermore, as states embrace strategic digital technologies, they confront a
‘capability/vulnerability paradox’.[23] The digital technologies that enhance their
capabilities also create new vulnerabilities. Essential military systems like mission planning
software, undersea cables, and satellite links, vital for real-time strategic communication,
become potential cyber threats.[24] This dynamic leads to a dual development strategy:
while states develop digitally dependent military technologies, they simultaneously invest
in offensive cyber capabilities to exploit vulnerabilities in advanced, digitized societies.[25]
Digital advancement therefore inherently needs to be balanced with the need to mitigate
cyber risks.[26] As technological breakthroughs have the possibility to support both cyber
defence and offence, a decision to not adopt this potential, or a lack in ability to do so,
poses a risk in its own right, for example when threat actors use generative AI to identify
target-specific vulnerabilities and develop tailored exploitation techniques. Ultimately, the
most vulnerable states are those that adopt new technologies (whether by choice or
economic or military necessity), but are unable to invest sufficiently in protecting them.
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Finally, the strategic value of digital technologies is a product of both their inherent
characteristics and the socio-geopolitical environment in which they operate. More
specifically, digital technologies have symbolic value as well as utility: they are important
for what they communicate to others about their owner, possessor or user, as well as their
actual application (the Mac user does not only believe their machine is more powerful or
well-designed, but makes a statement about who they are). In international politics, the
symbolic value of digital technologies can be most easily understood as their contribution
to national identity, prestige, and self-image.[27] 

Although not addressed by Ding and Dafoe, symbolic elements operate according to
similar logics: states value them differently (importance); they are by definition
externalities; and some symbolic properties (like cultural status, respect or superpower
status) are to some degree rivalrous, as not every state can have it to the same extent.

The symbolic value of digital technologies is reflected in hype cycles and technological
“fashions” from AI governance to 5G security panics. In such events, states act not only
according to economic and military imperatives, but from social pressures to conform and
gain status in international society. Consequently, the three additional considerations put
forward here – interoperability and standardization, network effects, and capability and
control - also contribute to the symbolic as well as the more direct strategic value of
digital technologies. While the remainder of this report focuses on direct strategic value for
several digital technologies, further research may evaluate the relative weight of strategic
and symbolic value for specific technologies, including how the additional considerations
put forward here contribute to symbolic value in specific cases.

2. The strategic value of specific digital technologies
This section of the report delves into the types and properties of particular strategic digital
technologies. Although, as outlined above, digital technologies cannot be strategic in
general, because their strategic value is relative to state choices and characteristics, we
select six digital technologies - more accurately, digital technological fields - that appear
frequently in current policy discourses. This list is therefore not exhaustive, nor static - the
range and emphasis on the strategic value of particular digital technologies will change.
For example, one could include blockchain, which stands out for its decentralization,
transparency, and security.

As a distributed ledger technology, it offers a tamper-proof way of recording transactions,
applicable in various sectors including finance, supply chain management, and secure
voting systems. However, blockchain technologies are not yet, in our judgement, at the
same level of strategic value as the others listed here. The six technologies are as follows,
in no specific order:
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1. Artificial intelligence (AI): AI represents a significant shift in how data is
processed and decisions are made.[28] Properties include the ability to learn from
data, adapt to new information, and perform complex tasks with increasing
accuracy over time. These technologies are pivotal in areas such as automated
decision-making, predictive analytics, and pattern recognition, offering strategic
advantages in both civilian and military applications.[29]

2. Cybersecurity: The ever-evolving landscape of cyber threats makes
cybersecurity essential.[30] Key properties include robustness, adaptability, and
the ability to detect and mitigate threats proactively. These technologies
safeguard critical infrastructure and sensitive data, playing a strategic role in
protecting national security and other information.

3. Quantum technologies: Quantum technologies encompass a wide range of
sensing, communication, and computing technologies, with different stages of
development and strategic relevance.[31] Quantum computing is characterized
by its potential to perform calculations at speeds unachievable by classical
computers. Properties, such as superposition and entanglement, enable the rapid
solution of complex problems, which has far-reaching implications for fields like
cryptography, material science, and drug discovery.[32] Underlying quantum
principles facilitate extreme-precision sensing and fundamental changes to the
(in)security of communications, including the possibility of breaking encryption
algorithms. Yet, a key limitation of current quantum computing platforms has
been the high error rate that is multiple orders of magnitude and several
technological advances away from the level required to run a wider set of
applications with the required level of stability.[33]

4. 5G and advanced communication technologies: 5G networks are defined by
high data transmission speeds, reduced latency, and the ability to connect a vast
number of devices simultaneously. This technology is crucial for enhancing
communication capabilities, supporting IoT infrastructure, and enabling new
applications such as autonomous vehicles and smart cities.[34] 6G is to push
these advances in speed and reduced latency by making use of AI to increase the
efficiency of communications.[35]

5. Internet of things (IoT): IoT is marked by its extensive connectivity, allowing
everyday objects to collect and exchange data. This interconnectivity presents
opportunities for increased efficiency and automation but also raises challenges
related to security and data privacy.

6. Cloud computing: Finally, cloud computing has emerged as a key technology,
characterized by its flexibility, scalability, and cost-efficiency. It enables on-
demand access to computing resources like servers, storage, databases, and a
wide range of application services over the internet.
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We summarize the properties of each strategic digital technology above in Table 1 below,
categorizing them according to Ding and Dafoe’s conceptualization of strategic assets.
Overall, the steps towards nationalization that we identify in the last column of Table 1 are
all aspects of what might be called a move towards “technological sovereignty”: imposing
territorial limits or state power on emerging technologies. 

In addition, Table 1 reveals intriguing contrasts between the different technologies. AI and
quantum computing, for example, are both highly important, but their externalities and
nationalization aspects differ. 

AI's widespread application across economic and military sectors creates significant
spillover effects in automation and decision-making, whereas quantum computing's
potential impact is more concentrated in computing and cryptography, with distinct
geopolitical implications.

5G is pivotal for enabling a wide array of new services, significantly impacting the
economy and highlighting the importance of mobile infrastructure for national interest. It
has become a key policy contention, underscoring differences in risk management
strategies related to untrusted vendors.[36] This issue has spread to other technologies,
leading to policies aimed at onshoring or nearshoring supply chains for AI and cloud
services. 

Perhaps the outlier in this list is cybersecurity, which assumes a critical role in protecting all
digital data and infrastructure, highlighting its direct impact on national security and
underpinning many security concerns associated with the other five technologies.[37]

Perhaps the outlier in this list is cybersecurity,

which assumes a critical role in protecting all

digital data and infrastructure, highlighting

its direct impact on national security and

underpinning many security concerns

associated with other strategic technologies.

“
“



Importance Externality Nationalization 

AI 

High in both 
economic [38]

and 
military [39]

sectors

Spillover effects in 
automation,

decision-
making [40]

Security

Rapid efforts to grow
national AI 

industry base and
regulate 

effects [41]

Cybersecurity 

 Crucial for
protecting 
data and 

infrastructure
[42]

 Externalities 
affecting both

public 
and private
sectors [43]

 Incorporated into top-
tier 

national security
strategies, 

“whole-of-society”
approach [44]

Quantum 
technologies 

Potential game-
changer in

computing and
cryptography

[45]

Advancements
could lead to

significant
economic and

security shifts [46]

Geopolitical
implications in

computing supremacy
and value of encryption

[47]

5G & Advanced 
communication 

technologies

Critical for 
communication

and 
data transfer

[48]

Enables new
services,

impacting
economy 

broadly [49]

Sovereignty over
population-
level mobile

communications 
and digital divide [50]

IoT

Essential for
smart 

devices and 
automation [51]

Impacts on
privacy, 

security, and
efficiency 

across sectors
[52]

States (and EU)
introducing 

IoT regulation, forcing 
security measures on 

manufacturers [53]

Cloud
computing 

Fundamental for
data storage,

processing, and
scalability [54]

Enables a wide
range of services,

but raises data
sovereignty and
security issues

[55]

Data storage and
processing 

across borders impacts 
national policy and

security [56]

Table 1: Strategic value properties, following Ding and Dafoe
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The additional properties contributing to strategic value proposed in this report -
interoperability and standards, network effects, and capability and control - are listed by
technology in Table 2 below. As with Table 1, the table is populated by summarizing the
wider literature on each technology cited above. The table also presents interesting
contrasts. 

On the one hand, IoT demonstrates significant network effects, where its value escalates
with increased data and device connectivity, highlighting the importance of widespread
standardization.[57] On the other hand, quantum computing, still in its developmental
phase,[58] exhibits more nascent network effects and a concentrated control by leading
research institutions, reflecting its emerging nature. Concerns that insight into research
progress may cede advantage to strategic competitors for a technology with strong first-
mover benefits, for example through the breaking of conventional cryptography, add to
the reasons for compartmentalization, at least during the initial phases of development. AI
standardization is in its infancy, with several states taking distinct approaches to
regulation amid unclear understanding of its main risks - systemic disruption from
“frontier” AI, or more prosaic impacts on jobs and inequality.[59]

Cybersecurity, essential for data protection, relies heavily on widespread implementation
of security standards and protocols,[60] such as Hypertext Transfer Protocol Secure
(HTTPS) for the encryption of web traffic. Some of these security measures are open
source, while others are proprietary or otherwise non-public. Yet, access to advanced
cybersecurity tools varies, indicating a disparity in defensive capabilities across different
entities. 

5G technology, pivotal for modern communication networks, shows a strategic blend of
infrastructural network effects and control that lies with telecom operators and
governments,[61] underscoring its role in technological sovereignty (along with all the
other technologies listed). Actors that lack direct capability and control over the
underlying technology, such as states with a limited domestic industrial base or
technology providers without full-stack implementations of 5G in their portfolio, may seek
out other means to achieve control.[62] Initiatives like OpenRAN, as an alternative
extension of communication networks that emphasizes interoperability between
components of different manufacturers to reduce vendor dependency, aim to level out the
difference in leverage between technology makers and technology users.[63]
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Table 2: Additional strategic value properties 
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Interoperability
and standards Network effects Capability and

control 

AI 

Nascent standards,
with risk- based,

sector-based, and
safety-focused

approaches [64] 

Networking effects are
similar to other digital

technologies in terms of
market capture and

dominance [65]

Controlled by leading
technology firms,

debates over risks of
open source [66]

Cybersecurity 
Relies on universal
security protocols

and standards [67]

Wider adoption 
strengthens overall 

security posture [68]

Capacity for
advanced

cybersecurity
protection varies [69]

Quantum 
technologies 

Emerging
standards in

quantum
algorithms and
hardware [70]

 Limited current 
network effect, but 

potential in scientific 
community

Controlled by leading 
companies, research

institutions and
countries [71]

5G & Advanced 
communication 

technologies

(Global) standards
essential for device
compatibility and

network
interoperability

[72]

 Network value grows 
with more users [73]

Control lies with
telecom operators,

cloud platforms and
governments [74]

IoT

Standards critical
for device

communication
and security [75]

Value increases with
more connected

devices [76]

Controlled by
manufacturers,

regulatory bodies [77]

Cloud
computing 

Standards for data
storage, 

processing, and
security 

arebcrucial [78]

Services become 
more valuable as 

more data and 
applications move to

the cloud [79]

Controlled by major
cloud service

providers and 
subject to national 

regulations [80]



Finally, all six digital technologies have experienced shifts in their symbolic value over their
lifetime so far. The starkest illustration of such shifts is AI, where repeated AI “winters” over
the past half-century have been replaced with a sudden outpouring of interest, concern,
and attention, generated by large language models (LLMs). While LLMs are only one sub-
field of AI, their symbolic value in demonstrating the power of AI to be nearly human - or,
at least, to generate human-like text, images, and videos - went far beyond what any
experts had predicted. For states such as the UK, AI summits offered not just strategic
value in shaping future regulation, but symbolic value in portraying them as
technologically-minded, innovation-friendly locations.[81] Cybersecurity, on the other
hand, has long been the subject of scepticism from practitioners (preferring the term
“information security” or “infosec”), even while its cachet has grown for policymakers.[82] 

The UK again offers an apt case study: its successful export of a “National Cybersecurity
Centre” model is strategically valuable, enabling its partners to be better protected and
share information with the UK, but also symbolically valuable, communicating an
appearance of cross-government coordination and public-private alignment that
benefits it domestically and abroad.[83]

3. Multilateral and national approaches to strategic
digital technologies
This section moves from the analysis of strategic value categorized by technology to
examine national and international approaches to these technologies. This involves a
two-tiered examination: at the international level, through countries’ contributions to
multilateral initiatives, and at the national level through individual country strategies. Our
review concentrates on the thirteen countries that have made individual contributions to
the UN Global Digital Compact (GDC), alongside an additional analysis of the
contributions from the European Union. 

The GDC has a broad understanding of multilateralism, and convenes representatives of
civil society, academia, technical communities, and the private sector alongside those of
government. Submissions to the GDC reflect this by targeting a broad audience beyond
just state entities. The documents from the GDC and national technology strategies
together outline how states prioritize their technology policies. 
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The GDC emphasizes inclusivity and a holistic view of technology, setting a benchmark for
engagement. Meanwhile, national strategies outline each state's initial stance, policy
priorities and long-term ambitions more clearly than the broader discussions at the GDC.

While alternative multilateral forums, such as the Global Partnership on AI, which focuses
on ethical AI development, or the ITU World Radiocommunication Conference, which
delves into spectrum management critical for 5G/6G technologies, could have served as
platforms for this two-tiered examination, the GDC was selected for its broader scope. The
GDC uniquely encompasses a wide range of digital technologies within a single
framework, aligning with the report's objective to adopt an inclusive approach that
captures the full spectrum of digital technology issues, rather than focusing on niche or
specific technological domains.

The analysis shows that the abstract and uniform language in GDC statements hides
differences in how countries view the strategic importance of certain digital technologies,
making it hard to identify clear distinctions between them. Yet, for national strategies, the
analysis is particularly helpful in showing how countries perceive the value of certain
digital technologies. 

3.1 Strategic digital technologies at the GDC
Proposed by the UN Secretary-General as a contribution to the UN Summit of the Future
planned for September 2024, the GDC is a central element of the efforts to reform the UN’s
multilateral system. As the official technology track for these discussions,[84] this makes
the GDC a test case at the global level.

The first step in this analysis was to identify all states to have submitted individual
contributions to GDC consultations: Austria, China, Cuba, El Salvador, France, Iran, Japan,
the Netherlands, Poland, Singapore, Switzerland, the United Kingdom, and the United
States. Between June 2022 and April 2023, over 160 governments contributed to online
consultations – the vast majority as part of regional groupings. By comparison, only the 13
governments above submitted an individual contribution. The government of Germany, for
example, which together with Mexico, India, and Kenya as local partners facilitated
regional consultations with multistakeholder participants in the Americas, Asia and Africa,
did not submit a national contribution separate from the contribution filed by the
European Union. Also, none of the other regional facilitator countries opted to provide
individual inputs. Non-state actors filed more than 90% of the 178 individual submissions
received by April 2023.

Individual state submissions are therefore a relatively small part of the overall GDC
consultation process. However, given the difficulties in untangling individual state positions
from regional groupings, and the importance of individual state policy for the framework
of strategic value above – including the element of nationalizations – the individual
submissions are most relevant for this report. Helpfully, despite its narrowness in relation to
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the consultation process overall, this selection process captures a range of state
positions, including EU member states, participants of minilateral arrangements such as
the Quad, as well as smaller trade- and technology-driven economies, and countries that
are subject to technology export restrictions. We make one exception to this rule by
including the EU submission as part of the analysis below; we justify this exception not
because one can ascertain individual state positions through this regional submission,
but because the EU is a crucial independent actor.

These contributions show convergence on the broad benefits digital technology can
provide as an enabler of economic and social activity [85] by connecting markets and
people. Ambitions to spur progress towards the sustainable development goals (SDGs)
notably drive discussions about digital innovations at the UN level. 

This general agreement notwithstanding, the contributions emphasize that such progress
is not a given or inherent to technology, but conditional on appropriate safeguards that
guide its application. 

For some states, the GDC offers a platform for communicating structural imbalances or
restrictions that are being perceived as unfair or disproportionate in their targeting. For
example, Iran sought to link its efforts to overturn international sanctions affecting its
economy to the ability to make progress towards the SDGs. In its submission, Iran called
for the dismantling of restrictive measures that limit countries in their access to emerging
communication and information technologies that underwrite national digital
development.[86] 

Similarly, Cuba’s submission points to such external influences on the resources of
countries that constrain possibilities for indigenous technology development in the long-
term.[87] Cuba explicitly cites financial and trade restrictions levied by the United States
as exacting a high toll on its ICT sector. In contrast, Cuba claims that new approaches to
automation may, for example, develop economic production capacities that afford
advantages to less technologically advanced countries by allowing for import
substitution.[88] Calls as these by Cuba and Iran show that priorities may be linked to
overlapping factors of strategic value, as in this case externalities of trade restrictions and
the access to and control over the technology supply chain.

Mobilization against adverse conditions may also appeal to the interoperability factor.
Efforts by the UK[89] and the Netherlands[90] seek to raise awareness about non-
technical barriers to connectivity, such as content blocks or Internet shutdowns. Framing
connectivity in terms of interoperability at the content layer, these statements turn to the
GDC as a platform to address internet fragmentation concerns beyond the logic level of
protocols and technical specifications that are the focus of international standard
development organisations. In contrast, other states seek to use the GDC to communicate
messages around the value of broader participation. For example, GDC submissions from
European countries especially identified support for engagement in digital technology
development as priority areas. 
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However, beyond well-trodden arguments around structural inequalities in the
international system, GDC submissions shed little light on states’ position regarding
strategic digital technology, especially the six factors detailed in Section 1.

The EU submission to the GDC is a notable exception in this regard among the
contributions of individual countries. The submission contextualizes its positions through
consistent references to relevant EU action plans, policy programmes, previous
communications, as well as pieces of legislation for each technology area addressed in
its statement to demonstrate its engagement on the issue.[91]

These interlinkages between the EU’s GDC statement and its domestic policy agenda
allow for a straightforward mapping of the strategic value identified in the referenced EU
documents to the corresponding GDC positions. 

Addressing the role of network effects, the submission connects the EU’s initiatives in
developing a legal framework to manage risks related to AI systems – most principally,
the AI Act – to its efforts at building trusts through rules that apply equally within the
European Union. The contribution to the GDC argues that trust in the protection of health,
safety and fundamental rights increases as the same requirements for developing,
deploying and using the technology are introduced across all member states. 

In addition, the contribution discusses the network effects of the EU’s single market,
invoking obligations under the EU’s Digital Services Act. This legislation mandates that
major online platforms grants access to their data and algorithmic systems to member
states and research as a condition for market access.[92]

As a consensus-driven actor, the EU in its multilateral engagement is more closely bound
to pre-agreed baselines. Its GDC submission appears to reflect this through its emphasis
on presenting and explaining the EU’s domestic agenda and opportunities to interface
internationally. As a result of this integration of domestic achievements into multilateral
messaging, these positions, however, also transparently and consistently communicate
priorities, adding to their credibility and supporting the identification of areas for reliable
cooperation. 
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3.2 National digital technology strategies
The next step in our analysis is to explore relevant national strategies for select states
submitting individual contributions to the GDC. Again, these states were selected to
encompass a range of diplomatic and political positions, as well as technological
perspectives and priorities. 

Most of these states had published at least one strategy, with scope ranging from
“technology” in general, to the increasingly common designation “critical and emerging
technologies (CET)”. We can see the term “CET” as another way of describing strategic
value: because either a technology is rapidly changing the international landscape (it is
emerging), or it underpins key facets of a nation or society (it is critical). A list of the
strategies included is in Table 3 below, although some states had published multiple sub-
strategies. For example, the UK’s Quantum or Semiconductor Strategies fall under its
International Technology Strategy, while the US’s CET strategy included a separate
standards strategy in 2023. 

With the exception of the European Economic Security Strategy as a supranational
document, this selection only considered national strategy documents published until
April 2023 to align with the timeline of assessed GDC submissions. The selection of
national strategies was based on documents that address technology as
comprehensively as the GDC, covering a six-year span. Of course, the rapid evolution of
digital technologies means that much has changed in these six years, with the time
difference itself partly contributing to differences in content.

While these strategies do not focus on specific technologies, the remainder of this section
highlights elements of these strategies that align with different elements of the framework
of strategic value put forward in Section 1. The purpose of this analysis is to show the
interpretative, rather than the explanatory value of this framework: in other words, to
demonstrate how it provides a cogent differentiation between different factors in strategic
value, rather than contributing to state decisions around strategic value. Explanatory
analysis would require a more extensive, rigorous analysis beyond the scope of this report.
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Table 3: Digital technology strategies 
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State Strategy Document Year

Australia International Cyber and Critical Technology Engagement Strategy 2021

Austria Digital Action Plan 2020

China Jointly Build a Community with a Shared Future in Cyberspace  2022

Cuba Comprehensive Policy for the Improvement of the
Computerization of the Society in Cuba 2017

Denmark Strategy for Tech Diplomacy 2021

El Salvador Law to Promote Innovation and Manufacturing of Technologies 2023

EU European Economic Security Strategy 2024

France International Digital Strategy 2017

Iran Science, Technology and Innovation in Iran 2023

Japan Basic Guideline for Critical Technologies 2022

Netherlands International Cyber Strategy 2023

Poland Cybersecurity Strategy 2019

Singapore Smart Nation: The Way Forward 2018

Switzerland Digital Foreign Policy Strategy 2020

UK International Technology Strategy 2023

US National Strategy for Critical and Emerging Technologies 2020



i) Importance
In these strategies, states express the importance of digital technologies in several ways.
France points to developing the EU’s digital internal market as the first objective, which in
this vision can then act as an incubator for European technological leadership on industry
4.0, artificial intelligence, and blockchain technologies.[93] The UK’s International
Technology Strategy links the safe use and development of technologies to the goals of
protecting fundamental rights, fostering innovation, enabling sustainable growth, and
ensuring fair competition.[94] 

More specifically, the UK National Semiconductor Strategy – one of the sub-strategies
within the International Technology Strategy listed above - characterizes this sector as
“essential to unlock future innovation in the broad range of technologies which they
enable”.[95] The document refers to semiconductors as underwriting the UK’s status as
“science and technology superpower”. It further assesses semiconductors as directly
contributing to the objectives outlined in its strategies for quantum computing,
cybersecurity, AI, and space, alongside broader societal goals, such as achieving net-zero
carbon emissions by 2050.

In contrast, for states with self-imposed restrictions – such as bans or censorship against
certain platforms – or external measures – including sanctions or export controls – digital
technologies present different opportunities and challenges. Propped up by immense
state subsidies, these conditions have been likened to a ‘gilded cage’ for Chinese fledgling
industries,[96] which have lifted up technology companies, such as Baidu, Alibaba,
Tencent and Huawei, to become national champions.[97] Like France, China also
highlights regional as well as national importance, through its assistance in the rollout of
mobile networks, provision of cloud services, and the laying of subsea cables for countries
participating in the Digital Silk Road component of the Belt and Road Initiative.[98]

ii) Externalities
The clearest externalities for these states are connected to cybersecurity, as the most
well-established national security priority. Recognizing cyber-enabled economic
espionage as a national security threat, the United States in consultation with international
partners has sought to hold perpetrators accountable through indictments and sanctions
for close to a decade.[99] Cyber espionage also gives rise to concerns about
transnational digital repression. A growing market segment “selling digital insecurity”[100]
enables actors seeking to control populations that otherwise might lack the necessary
technical capabilities.[101] Consequently, as part of its International Cyber Strategy, the
Netherlands points to the need to offset risks of abuse by establishing a clear regulatory
basis, for instance to prescribe how to use big data analysis to stop crime.[102] 

The externalities of AI also feature heavily for these states. Expressing concerns about the
effects of AI on the offensive-defence balance, states emphasize the importance of
responsible experimentation to ensure net benefits for defenders. Outside the scope of
strategies reviewed in full for this section but indicative of these same concerns, the Euro-
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pean External Action Service addresses the influence of generative AI on this competition
and the stakes involved in protecting the integrity of the European Parliamentary elections
across 27 countries and a community of 24 languages from foreign information
manipulation and interference threats.[103] 

Concentrating on effectiveness, Australia’s International Cyber and Critical Technology
Engagement Strategy explores the potential inherent in AI as a tool for streamlining
compliance and regulatory oversight (RegTech).[104] Similarly, Singapore has sought to
harness AI-enabled analytics to design inclusive political processes and strengthen social
cohesion.[105]

iii) Nationalization
Most states grappled with the perceived necessity of nationalization for strategic digital
technologies, demonstrating awareness of its downsides. The UK Technology Strategy
acknowledges the risk of spurring “technological protectionism”. To this end, the document
emphasizes agility as a design principle for export control regimes, noting the challenge of
keeping pace with the rapid development of dual-use technologies.[106]

Efforts to keep the scope of nationalization narrow are also mirrored in the US National
Strategy for CETs. References to export control frameworks put the focus on developing
targeted measures that govern the appropriate aspects of critical technology.[107] The
Biden administration described this as “small yard, high fence” approach,[108] which aims
to ensure robust protections for limited carefully identified technology areas. For Huawei
specifically, commentators have argued that export restrictions may also impose costs on
own or allied companies at least in the short to medium term, as high-volume contracts
are forfeited[109] or can only be maintained after the completion of lengthy licensing
applications conducted at considerable political risk.[110]

In line with declarations by the UK, provisions in the US strategy urge protections against
illicit efforts by competitors to acquire intellectual property, acknowledging that export
controls may need to account for concerted attempts to circumvent such restrictions.[111]
In the same vein, the EU’s Economic Security Strategy calls for the integration of
technology security and technology leakage into risk assessments.[112] To this end, the
strategy tasked the European Commission with the identification of technology areas that
are critical to economic security. Out of the ten technology areas specified in October
2023, the Commission identified four technology areas as presented with the most
sensitive and urgent risks. For these four clusters, which include advanced semiconductor
technologies, AI technologies, quantum technologies, and biotechnologies, the
Commission proposed that member states conduct a joint risk assessment in
collaboration with the Commission.

In an apparent reaction to like-minded coalitions among democratic partner countries,
China notes its opposition to “narrow-minded factionalism”[113] in combination with the
need to promote open cooperation. China phrases this as win-win cooperation with  mu-
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tual benefits for partners, and explicitly contrasts this with approaches described as
designed for “decoupling and severing supply chains” that would result in mutual losses
for both the countries pursuing and targeted by such strategies.[114]

iv) Interoperability and standards
Concerns around the strategic impact of standardization processes - including data
protection regulation - are present throughout the reviewed strategy documents. The US
even published a separate National Standards Strategy for Critical and Emerging
Technology, adopted by the US government in May 2023.[115] The strategy seeks to
address what it identifies as undue influence of standard development processes.

The document calls out attempts by China to secure support for its standard proposals
through investment pledges and economic coercion. Similarly, the Quad working group on
critical and emerging technologies has acted as a platform for Australia and the United
States, along with India and Japan, to define principles for technology standards
development in cooperation with other like-minded states.[116] Frameworks for
coordination have drawn interest from smaller technologically advanced, trade-oriented
economies, such as Singapore, as an opportunity to bring greater visibility to their
positions.

The EU Economic Security Strategy approaches standardization as an element of ‘soft
power’.[117] Shaping the implementation of technology, standards in this perspective
provide a technical way to reducing the possibilities of technology abuse.

To prevent technology leakage, the EU also highlights the need to protect the underlying
intellectual properties of standards.[118]

More generally, calls by states for protected free data flow recognize cross-border data
transfers as precondition for participation in foreign markets. As more states adopt data
protection regimes, data adequacy frameworks have received increasing attention to
ensure continued market access in light of the implementation of robust data
protections[119].

v) Network effects
Network effects were generally not discussed in the strategies analysed. In an exception to
this rule, diplomatic initiatives of the Netherlands identify network effects as a means for
mainstreaming best practices to eliminate the influence of biases in the design,
development, and deployment of AI-enabled solutions that have been developed
domestically to extend their protections.[120] 

The EU also invokes landmark legislation, including the NIS2 Directive, Cyber Resilience Act
and Cyber Solidarity Act, for its capacity to set baseline resilience measures and supply
chain protections and to harmonize reporting requirements and testing procedures.[121] 
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The main relevance of network effects for these states seems not to be the network effects
of the technologies themselves, but network effects of certain policy approaches. Building
coalitions to promote uptake, the UK National Cyber Security Centre and the US
Cybersecurity and Infrastructure Security Agency[122] as well as the Australian Cyber
Security Centre[123] have collaborated with international partners in the design of
appropriate safeguards to guide the safe and secure development and deployment of AI.
Similarly, to navigate sensitive security concerns with potential foreign policy
ramifications, EU member states jointly developed a toolbox comprising risk mitigating
measures to ensure the cybersecurity of 5G networks, to provide a coordinated
approach[124].

The European Commission traces the rationale for the Economic Security Strategy to
similar considerations. In the absence of a coordinated approach, the strategy contends
partners will be left to develop alliances on their own, with the risk of dispersing resources
to reduced effect, potentially allowing less well-intentioned actors to seize on and exploit
differences[125].

vi) Capability and control
A variety of states discussed issues around the independence of access to and control of
digital technologies in their strategic documents, especially in relation to “big tech”.
Denmark described “data monopolies” controlled by global technology companies as a
barrier to entry that limit smaller technology companies in the ability to participate in
innovation in data-driven business models.[126] Highlighting the need to support the
development of a domestic technology and industrial base, Denmark pushes for high-
revenue technology companies to pay commensurate taxes. While Denmark focuses on a
taxation-based approach, the UK adopts a more flexible risk framing. 

The UK’s International Technology Strategy references an overhauled telecoms security
framework implemented under the Telecommunications (Security) Act 2021, which is
supported by new government authorities to regulate which goods and services public
ISPs source from high-risk vendors.[127]

Concerns about big tech also appear in very different states. Responding to perceived
attempts of weaponized interdependence, the proposal to “Jointly Build a Community with
a Shared Future in Cyberspace”, issued by China’s State Council, challenges initiatives
designed to exploit “one’s own strengths to undermine the security of other countries’
supply chains”.[128] The white paper labels leveraging other states’ technological
dependence to control access to technologies as “abusing state power and violating
market principles and trading rules”. There is no consideration of the possible applications
of this argument to China’s technological dominance itself. In a positive expression of the
same sentiment, the Department of Science and Technology within the Iranian President's
Office framed renewed economic restrictions following the US withdrawal from the Joint
Comprehensive Plan of Action 2018 as an opportunity for Iranian businesses to take
advantage of the lack of foreign competitors and “clone and localize the international 
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platforms and services”.[129] Conversely, the EU Economic Security Strategy refers to well-
justified exclusions of organizations from digital capacity projects as part of protecting the
European Union’s autonomy, if they are controlled by countries deemed to pose
proliferation or other security concerns.[130] To reduce and prevent strategic
dependencies across the EU, the strategy foresees the creation of a Strategic Technologies
for Europe Platform (STEP).[131] The platform, on which the Council and the European
Parliament reached a provisional agreement in February 2024, provides investment in
digital technology, among other areas, with the goal to strengthen development and
manufacturing capacities in support of the EU’s sovereignty and competitiveness.[132]

Notably, the EU’s Economic Security Strategy also addresses the need to protect member
states from external efforts that aim to use capability or control for coercion.[133] To deter
trade or investment restrictions designed to force a change in policy, the EU has set up an
Anti-coercion Instrument, which provides for mechanisms to adopt countermeasures.[134]

Conclusion and future research
The purpose of this report was to examine the nature of strategic digital technologies and
their role in international affairs. Our investigation is grounded in three principal
contributions: Firstly, we introduced a novel conceptual framework that expands upon
existing theories to better assess the strategic dimensions of digital technologies. This
framework is a significant advancement, offering a more detailed understanding of how
these technologies hold varying degrees of strategic value across different indicators and
contexts. 

Secondly, the report provides an examination of key strategic digital technologies: AI,
cybersecurity, quantum technologies, 5G, the internet of things and cloud computing. This
analysis is essential for comprehending the multifaceted strategic properties and
implications of these technologies.

Thirdly, the analysis of national and international approaches to these technologies,
particularly through the lens of the UN Global Digital Compact (GDC) and individual state
strategies, shows the wide range of perceived economic and societal impacts of digital
technologies. This overview shows indications that the strategic value framework
proposed can highlight alignments in state perspectives that form the basis of political
declarations of shared values and goals. By undercovering these alignments, this analysis
can help identify promising projects for future international cooperation.

Looking ahead, there is a clear need for further research, especially in conducting detailed
case studies on the application of these technologies across different national settings.
Such research will not only deepen our understanding of the strategic roles of digital
technologies but also facilitate more effective multilateral collaborations.
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